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ABSTRACT

We present Livatar, a real-time audio-driven talking heads videos generation
framework. Existing baselines suffer from limited lip-sync accuracy and long-
term pose drift. We address these limitations with a tailored flow matching frame-
work. Coupled with system optimizations, Livatar achieves state-of-the-art lip-
sync quality with a 8.50 LipSync Confidence on the HDTF dataset; and reaches a
throughput of 141 FPS with an end-to-end latency of 0.17s on a single A10 GPU.
This makes high-fidelity avatars accessible to a broader applications. Our project
page is available at https://www.hedra.com/.

1 INTRODUCTION

Recent breakthroughs in Large Language Models (LLMs) (Touvron et al., 2023; OpenAI, 2023;
Anil et al., 2023) and real-time Text-to-Speech (TTS) (Kim et al., 2021; Ren et al., 2020; Shen
et al., 2018) systems have paved the way for highly interactive, streaming AI agents. To truly unlock
their potential, these AI agents require compelling visual embodiments, enabling a new frontier of
applications in education, sales, and virtual companionship.

A typical scenario involves LLMs and TTS systems generating a streaming audio response based on
a user’s input. The remaining key problem to realizing these visualized agents is: a real-time and
streaming model that can generate talking-head videos from a single image and the streaming audio.

Current approaches have two key problems: limited lip-sync accuracy and long-term pose drift,
where cumulative errors cause the head’s pose and shape to deviate over time. In this work, we
resolves these challenges to achieve production-ready quality and performance.

2 EXPERIMENTS

We focus on automated, no-reference metrics for evaluation. Following the evaluation protocol of
recent video generation benchmarks (Huang et al., 2024), we assess our method across four key
dimensions: lip-sync quality (Chung & Zisserman, 2016), content similarity (Radford et al., 2021),
image quality (Huang et al., 2024), motion dynamics (Huang et al., 2024).

We compare Livatar with several representative or state-of-the-art talking-head generation models:
SadTalker (Zhang et al., 2023), Real3DPortrait (Ye et al., 2024), Hallo3 (Cui et al., 2024), Sonic (Ji
et al., 2025), and our reproduced INFP (Zhu et al., 2025). For evaluation, we construct a unified test
set by randomly sampling 100 clips each from the HDTF and our internal datasets, these clips were
filtered out from training. All input faces are cropped and resized to 512x512.

As shown in Table 1, our method shows best lip-sync performance over all baselines. More video
results are available on our project page.
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Table 1: Comparison with existing methods. We compare our method with state-of-the-art video
diffusion models (offline) and other methods (realtime) on the HDTF-100 (left) and our Internal-100
(right) test sets. ∗ denotes our reproduced version. CS and WR are Content Similarity and user
study Win Rate (others vs. ours), respectively.

Cost Sync-C↑ CS↑ Quality↑ Dynamic↑ Sync-C↑ CS↑ Quality↑ Dynamic↑ WR%
GroundTruth 7.614 0.928 0.642 0.660 6.995 0.885 0.656 0.782 -
Hallo3 (Cui et al., 2024) offline 6.814 0.915 0.638 0.870 6.093 0.895 0.633 0.792 26.8
Sonic (Ji et al., 2025) offline 8.495 0.935 0.626 0.600 7.998 0.916 0.616 0.832 42.4

SadTalker (Zhang et al., 2023) realtime 6.704 0.965 0.697 0.080 6.547 0.961 0.687 0.020 4.5
Real3DPortrait (Ye et al., 2024) realtime 6.811 0.943 0.637 0.030 6.529 0.934 0.602 0.000 6.8
INFP* (Zhu et al., 2025) realtime 7.357 0.928 0.633 0.780 6.635 0.907 0.612 0.690 28.9
Livatar (Ours) realtime 8.501 0.944 0.645 0.800 8.014 0.940 0.636 0.772 50.0
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Figure 1: Lip Synchronization Comparison. Compare with baseline method, Livatar better han-
dles mouth movements for sounds with strong lip closures, like plosives.
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Figure 2: Long Videos Comparison. Compare with baseline method, Livatar generates long videos
with improved appearance consistency.

We implement several system-level optimizations to achieve real-time performance. These opti-
mizations cumulatively reduce the inference latency for a single chunk (generating 24 new frames)
from a baseline of 1.1s to 0.17s on an A10 GPU. This achieves a final throughput of 141 FPS.

3 CONCLUSION

We presented Livatar, a system that generates real-time, streaming talking-head videos from a
single image and an audio signal. Our system addresses two limitations of existing models, i.e.,
limited lip-sync accuracy and long-term pose drift. Our extensive experiments show that Livatar
achieves state-of-the-art performance in both lip-sync quality and inference speed on consumer-
grade hardware, demonstrating its suitability for practical, real-world applications.
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